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ContentDistribution ProxyCaching
Cachindrequently useddata at proxiescloseto clients

V It reduceslatenciesaswell asserver/networkloads
V It also enhancesthe availability of objects and mitigates packet losses,as a local
transmissions generallymore reliablethan a remote transmission
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Fig.16.2 A generic system diagram of proxy-assisted media streaming using RTP/RTCP/RTSP
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ContentDistribution ContentDistribution Networks(CDNS)

Issuewith ProxyCaching

C Cachings generallypassivejn the sensethat only if a userfetchesan objectwould the
objectbe cachedat a proxy.

C In other words, a proxy needstime to fill up its cachespaceand there will be no
iImmediatebenefit for the first useraccessin@n object

Solution ContentDeliveryNetwork or ContentDistribution Network (CDN)
Alargegeo-distributed systemof serversdeployedin datacentersacrosshe Internet
V Theseserversreplicatecontent from the origin server
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ContentDistribution ContentDistribution Networks(CDN¥

Fig. 16.9 Comparison between traditional single server and CDN. a Traditional Client/Server
solution. b Content distribution network (CDN) solution
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ContentDistribution ContentDistributionNetwork (CDNSs)
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Fig.16.10 A high-level view of request-routing in a CDN



MM Content Sharing, Social Media, and Cloud Comput

ContentDistribution ContentDistributionNetwork (CDNSs)

Step 1. The user requests content from the content provider by specifying its URL
in the web browser, and the request is directed to its origin server.

Step 2. When the origin server receives the request, it makes a decision to provide
only the basic content (e.g. index page of the website), leaving others to
CDN.

Step 3. To serve the high bandwidth demanding and frequently asked content (e.g.,
embedded objects fresh content, navigation bar, banner ads, etc.), the origin
server redirects user’s request to the CDN provider.

Step 4. Using the mapping algorithm, the CDN provider selects the replica server.

Step 5. The selected server serves the user by providing the replicated copy of the
requested object.
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ContentDistribution Broadcast/MulticasVideo-on-Demand

Both proxy cachingand CDN explore the temporal and geographicallocality of dza S N
interestsin mediaobjects

Suchlocality can also be exploredthrough broadcastor multicast servicesto deliver the
samecontent simultaneousihfto a massiveamountof concurrentusers It workswell for live
mediastreaming

Howeverfor mediaon-demandservicesthe dza SréhgleQtsare asynchronous!
Onebroadcast/multicasthannelcannotservethe requestsarrivingat different times, even
if they are for the sameaudio/videa

Multicast

oL

Unicast . Broadcast

.‘*‘*«8 O

0000



MM Content Sharing, Social Media, and Cloud Comput

ContentDistribution Broadcast/MulticasWideo-on-Demand

Amongall possibleMedia-on-Demandservicesthe most popularis likely to be subscriptionto videa
Customersanspecifythe moviesor TVprogramsthey want andthe time they want to view them.

RequiresTwo-waytraffic: Interactive TV(iTV) or SmartTV
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ContentDistribution Broadcast/Multicasiideo-on-Demand

StaggeredBroadcasting Assuminghe serverbroadcastaup to M videos(M x 1), all canbe
periodicallybroadcaston all thesechannelswith the start-time of eachvideostaggered

The availablehigh bandwidth W is divided by the playbackrate b to yield the bandwidth
ratio B.
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Fig.16.13 Staggered broadcasting with M = 8 videos and K = 6 channels

Other Methods: Pyramid Broadcasting, Harmonic Broadcasting, Stream Mergi



MM Content Sharing, Social Media, and Cloud Comput

SociaMedia Sharing

In traditional video on-demand and live streaming services,videos are offered by
enterprisecontent providers,storedin serversandthen streamedto users

Usergeneratedcontent (UGQ Sharing Havingarisenin web publishingand new media
content productioncircles,UGplaysa keyrolein (I 2 R IsaEighiediaservices

Example YouTube

Online SocialNetworking: Providesan Internet-basedplatform to connectpeople with
socialrelations

ExamplesFacebooland Twitter
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SociaMedia Sharing Characteristic®f YouTubéVideo

While sharing similar characteristics, many of the video statistics of ttrag@ional mediaservers are
quite different from YouTubd&ke sites, e.g the videdength distributionand user access pattern.

Table 18.2 List of YouTube video categories

Rank Category Count Percentage (%)
1 Entertainment 1,304,724 254
2 Music 1,274,825 24.8
3 Comedy 449,652 8.7
4 People and blogs 447,581 8.7
5 Film and animation 442.109 8.6
6 Sports 390, 619 7.6
7 News and politics 186,753 3.6
8 Autos and vehicles 169.883 3.3
9 Howto and style 124,885 24
10 Pets and animals 86,444 1.7
11 Travel and events 82,068 1.6
12 Education 54,133 1.1
13 Science and echnology 50,925 1.0
14 Unavailable 42,928 0.8
15 Nonprofits and activism 16,925 0.3
16 Gaming 10,182 0.2
17 Removed 9,131 0.2




MM Content Sharing, Social Media, and Cloud Comput

SociaMedia Sharing Characteristic®f YouTubeVideo

Traditionalserverscontain longvideos, typically 42 hourmovies,YouTubg mostly comprises short vide
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Three peaks The first peakis within 1 mins (20.0 % of the videos) The secondpeak is
between3 and4 min, and containsabout 17.4 %of the videos
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SociaMedia Sharing Characteristic®f YouTubeVideo

Entertainment
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SociaMedia Sharing Characteristic®f YouTubeVideo

Smallworld CharacteristicsThereis a strong correlation betweenthe number of views of a video
and that of its top related videos andthis alsoprovidesmore diversityon videoviews,helpingusers
discovemore videosof their own interest rather than the popularvideosonly.

The clustering behaviaos very
obvious in theséwo graphs
due to theuser generated
nature of the tags, titlesand
descriptionsof the videos that
are usedoy YouTube to find
related ones.

Fig. 18.4 Two sample graphs of YouTube videos and their links
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SociaMedia Sharing Characteristic®f YouTubéVideo

t I NI ViewNadrdubeaisershavevariousmeansto reachYouTubevideos Thelastwebpagesvhere
the viewers come from is called referral sources Understandingreferrals is essentialfor YouTube

partnersto adapttheir userengagemenstrategy
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CloudComputing? K I ii?Qa&

Cloud users can run their applicationson powerful server clusters offered by the cloud service
provider, with systemand developmentsoftware readily deployedinside the cloud, mitigating the

dza ShN@EeRof full installationand continualupgradeon their localhardware/software A clouduser
canalsostore their data in the cloud insteadof on their own devices,makingubiquitousdata access

possible -
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Fig.19.1 A conceptual overview of cloud computing
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CloudComputing ServiceModels

Cloud services are mostly offered from data centers with powerful server clusters in three

fundamentalmodels
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]
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Fig.19.2 An illustration of
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CloudComputing laaSPaaSand SaaS

On Pramisas Infrastructure Platform Software
as a Service as a Service as a Service




